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Student dropout rates can have a significant negative impact on both the 

development of educational institutions and the personal growth of 

students. Consequently, many institutions are focused on identifying key 

factors that contribute to dropout and implementing strategies to mitigate 

them. This study aims to predict student dropout rates using classical 

machine learning algorithms while analyzing the key factors influencing 

these outcomes in higher education. The dataset includes demographic, 

socioeconomic, and academic information from various sources. 

Additionally, the study leverages the Local Interpretable Model-Agnostic 

Explanations (LIME) model to provide insights into the predictions, 

offering a clearer understanding of the factors driving dropout decisions. 

This knowledge is crucial for identifying influential factors and, more 

importantly, enhancing early intervention strategies and policies in 

educational settings, ultimately reducing dropout rates. 
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1. INTRODUCTION  

Risk of student dropout is a huge issue in higher 

education in many countries, affecting not just 

individual prospects, but universities and even the 

wider socio-economic factors. Higher education 

institutions face a significant challenge to stem the 

tide of these educational dropouts. In Spain, the 

overall dropout rate was 33.9% in 2013 with a total 

of 35% for public universities and 27.5% for private 

ones (Oreopoulos & Ford, 2019). Due to significant 

investment in education, the rate of leaving is 9% in 

Finland (Vaarma & Li, 2024) and 12% in Korea 

(Song et al., 2023). The study aimed to identify 

predictors of student dropout and develop accurate 

prediction models using advanced machine learning 

techniques. It leveraged processed data from a 

published study by (Realinho et al., 2022). 

The dataset contained 4424 records with 35 

attributes (Realinho et al., 2022). It included 

comprehensive information collected from many 

sources, covered student demographics, economics, 

academic background, and performance. The 

dataset was from the university's learning 

management system, instructional support system, 

and external sources, such as government economic 

databases and population records. It also included 

information about students enrolled in university 

courses in various disciplines, including agriculture, 

design, education, health, journalism, 

administration, social services, and technology. In 

addition to machine learning algorithms Random 

Forest (RF), Extreme Gradient Boosting 

(XGBoost), Light Gradient Boosting Machine 

(LightGBM) and Categorical Boosting (CatBoost), 

this research applies Local Interpretable Model-

Agnostic Explanations (LIME) to interpret the 

models' predictions. This model provides a 

transparent way for predicting the behaviour of 
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dropouts and reveals insights into the dropout 

mechanisms.  

The remaining structure of this article is organized 

as follows. Section 2 outlines the implementation 

materials and methods used in the study. Section 3 

presents the results and discussion. Finally, section 

4 concludes by summarizing the key insights and 

some limitations of this study.  

2. MATERIALS AND METHOD  

RF, XGBoost. LightGBM and CatBoost are the four 

machine learning algorithms we use in this 

ensemble model. The algorithms were trained and 

evaluated with metrics like accuracy, precision, 

recall and F1-score to ensure a robust performance. 

In addition, we used the LIME algorithm to interpret 

how these models arrive at their decisions. LIME 

helps to interpret complex models by approximating 

them locally with simpler, interpretable models. 

Doing this also helped us to understand how these 

individual features affect the likelihood of students 

dropping out. The integration of those modeling 

techniques and interpretative methods offered a 

holistic approach to identifying at-risk students, as 

well as understanding factors contributing to 

dropout rates. 

2.1. Data description  

Table 1. Data description 

Group Attribute  

Demographic data 

Marital status 

Nationality 

Displaced 

Gender 

Age at enrollment 

International 

Socioeconomic data 

Motherôs qualification 

Fatherôs qualification 

Motherôs occupation 

Fatherôs occupation 

Educational special needs 

Debtor 

Tuition fees up to date 

Scholarship holder 

Macroeconomic data 

Unemployment rate 

Inflation rate 

GDP 

Academic data at enrollment 

Application mode 

Application order 

Course 

Daytime/evening attendance 

Previous qualification 

Academic data at the end of 1st semester 

Curricular units 1st sem. (credited) 

Curricular units 1st sem. (enrolled) 

Curricular units 1st sem. (evaluations) 

Curricular units 1st sem. (approved) 

Curricular units 1st sem. (grade) 

Curricular units 1st sem. (without evaluations) 

Academic data at the end of 2nd semester 

Curricular units 2nd sem. (credited) 

Curricular units 2nd sem. (enrolled) 

Curricular units 2nd sem. (evaluations) 

Curricular units 2nd sem. (approved) 

Curricular units 2nd sem. (grade) 

Curricular units 2nd sem. (without evaluations) 
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Table 1 shows the dataset (Realinho et al., 2021) of 

grouped and processed attributes. The dataset 

includes three target groups as follows: graduate 

accounts for 49.9%, enrolled accounts for 17.9%, 

and dropout accounts for 32.1%. This dataset also 

includes information on personal characteristics 

(marital status, nationality, gender, and age at 

admission), socioeconomic status (parentsô 

education level, parentsô occupation, student debt 

status, scholarships), countryôs macroeconomic data 

(unemployment rate, inflation rate, and GDP), 

academic information at the time of admission 

(application form, courses, and previous education), 

academic information at the end of the first semester 

(number of course credits, grades), and information 

at the end of the second semester (similar to the first 

semester). As noticed, an imbalance in the target 

group presence probably affects the models. 

This is also a common challenge in many practical 

problems and often occurs in dropout research. 

However, it is still valuable for analyzing and 

interpreting models when the data are unbalanced, 

primarily when pointing out the influencing factors 

that lead to dropout. This study is only interested in 

the factors that influence dropout. On the other 

hand, we used appropriate evaluation metrics (such 

as precision, recall, and F1-score) to ensure that the 

model performance is evaluated relatively despite 

the imbalance.  

The correlation heatmap in Figure 1 illustrates the 

degree of correlation between features in the dataset. 

Positive correlations are in red, with values ranging 

from 0 to 1. The correlationôs strength gradually 

increases with the colorôs intensity of the color and 

the value. On the contrary, negative correlations are 

in blue, ranging from 0 to -0.4; increasing the colorôs 

intensity goes with the valueôs decrease. White-

colored cells indicate a very weak correlation or no 

correlation relationship. 

Figure 1. Correlation matrix of the considered features 
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2.2. Models for the prediction 

We use RF, XGBoost, LightGBM, and CatBoost 

ensemble models instead of single modelsô decision 

tree, naive Bayes classifier, SVM, Logistic 

Regression, etc. for the following reasons: Firstly, 

increase accuracy because ensemble models are the 

combination of many single models together, so it 

can reduce errors and improve accuracy, especially 

in the case of complex or noisy data. Secondly, 

reduce variance and bias: for example, Decision 

Tree models, if not well controlled, often tend to 

overfit, or Logistic Regression models can have a 

high bias if the assumptions are unsuitable for the 

data. Besides, ensemble models do well in this issue. 

Thirdly, it increases stability and generalization 

ability. Fourthly, have high flexibility and 

customization. To ensure objective and accurate 

evaluation, the data is divided into two sets: 80% for 

the training set and 20% for the test set. The training 

set is used to train the model, while the test set 

evaluates the modelôs performance on unseen data. 

We used 10-fold cross-validation for all models in 

this study.  

2.2.1. RF  

RF (Rigatti, 2017) An ensemble-based machine 

learning model uses a series of decision trees to form 

an aggregation that predicted more accurately and 

stabler. Decision trees act as base classifier with 

bagging. Every decision tree is developed by a sub-

sample of the training data. The final outcome is 

selected by taking the average or majority votes of 

the trees from the forest. The Random Forest model 

is well-known because it helped handle large 

datasets, is capable of multi-classification and 

shows the degree of importance for each feature so 

that many applications like this model.  

2.2.2. XGBoost  

XGBoost (Belyadi & Haghighat, 2021) is a robust 

machine-learning algorithm that uses weak learners 

as its base classifier and is developed based on the 

boosting method. XGBoost optimizes the learning 

process using gradient-boosting techniques on 

decision trees. The algorithm is faster and handles 

large and complex data sets. XGBoost enables the 

automatic handling of missing values, computes 

higher efficiency, and resists over-fitting due to the 

integration of regularization methods.  

2.2.3. LightGBM  

LightGBM (Ke et al., 2017) is a powerful and 

advanced machine learning algorithm designed to 

optimize speed and performance when processing 

large data sets. LightGBM has advanced features, 

such as fast training speed, scalability, and high 

performance. LightGBMôs strength is its ability to 

handle heterogeneous data and missing values 

without complex data preprocessing. LightGBM 

uses weak learners and decision tree boosting, like 

XGBoost, with additional speed and memory usage 

improvements.  

2.2.4. CatBoost  

CatBoost (Prokhorenkova et al., 2018) is a machine 

learning algorithm belonging to the gradient 

boosting group developed by Yandex, a sizeable 

Russian technology company. CatBoost stands for 

"Categorical Boosting," which reflects its 

exceptional ability to handle categorical variables. 

Like XGBoost and LightGBM, CatBoost uses weak 

learners and applies the Boosting method.  

2.3. Local Interpretable Model-Agnostic 

Explanations 

LIME (Singh & Guestrin, 2016) is designed to help 

humans understand the decisions of "black-box" 

models, for example, neural networks, gradient 

boosting machines, and other ensemble models. 

These models are accurate, but their complexity is 

often difficult. LIME helps us predict and identify 

critical characteristics that influence student 

dropout. Specifically, LIME starts by selecting a 

data engine and then creates new sample data by 

perturbing its specifications. LIME then observes 

how changing these particular images affects the 

modelôs expectations. Based on these surveys, 

LIME builds a simpler, more understandable model, 

typically a linear model or decision tree, to simulate 

the complex modelôs behavior around the data 

origin.  

3. RESULTS AND DISCUSSION  

3.1. Environmental settings and metrics for 

evaluation  

We performed this study using Google Colab and 

MacBook Air M1 environments. MacBook Air M1 

has an Apple Silicon M1 processor with eight cores, 

8G RAM, and 1 SSD with 256GB. Google Colab 

provides 12.67 GB RAM and a virtual machine to 

support primary and moderate machine learning 

calculations. We use Google Colabôs GPUs to speed 

up model training and evaluate their performance on 

test datasets.  

For this study, we have chosen to evaluate the model 

performance in metrics such as Accuracy, Precision, 
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Recall and F1-Score. The goal here is to verify the 

validity and reliability of these predictions 

generated by the model, increasing the likelihood 

with which we can predict earlier enough in order to 

intervene. The specific metrics of interest to us are 

True Positive (TP), the number of correctly 

identified dropout students, True Negative (TN), the 

number of correctly identified non-dropout students, 

False Positive (FP), the number of non-dropout 

students incorrectly classified as dropouts, and False 

Negative (FN), or the number of dropout students 

wrongly designated as non-dropouts. Accuracy 

(Equation 1) works by dividing the number of 

correct predictions by the total number of 

predictions made by the model. 

ὃὧὧόὶὥὧώ 
Ὕὖ  Ὕὔ

Ὕὖ  Ὕὔ  Ὂὖ  Ὂὔ
            ρ  

Precision (Equation 2): It is the number of Positives 

the model predicted as Positives (TP) out of all 

instances model predicted to be positive (TP + FP).  

ὖὶὩὧὭίὭέὲ 
Ὕὖ

Ὕὖ  Ὂὖ
                                 ς 

Recall (Equation 3) is the number of points that are 

True Positive (TP)/ Total No. of Positive points (TP 

+ FN). Recall is a fundamental metric as it helps us 

to see how the model performs in terms of not 

missing True Positives. 

ὙὩὧὥὰὰ 
Ὕὖ

Ὕὖ  Ὂὔ
                                       σ 

F1 - score (Equation 4) unifies the Precision and 

Recall of the classifier together into a single number 

by taking their harmonic mean (Hamonic Mean).  

Ὂρ  
ς ὖὶὩὧὭίὭέὲὙὩὧὥὰὰ

ὖὶὩὧὭίὭέὲὙὩὧὥὰὰ
                τ 

3.2. Dropout prediction results with classical 

machine learning  

The prediction results of the "Dropout" class of each 

model are shown in Table 2 as Mean Ñ Standard 

deviation. The standard deviation represents the 

variation of the mean. RF shows the lowest 

performance in accuracy (77.3%) and Precision 

(81%) and has the lowest recall (76%) among these 

models, and has a lower F1-score (78.3%) compared 

to the other three models (Figure 2). RF predicted 

dropout class with the lowest precision and poorly 

on the other classes due to its low recall. XGBoost 

showed the highest performance in accuracy 

(78.5%) and precision (82.3%), but recall (76.3%) is 

close to the RF model and relatively low. XGBoost 

and LightGBM exhibited similar metrics of 

Accuracy (78.2%), Precision (81.3%), Recall 

(76.6%), and F1 Score (78.8%). LightGBM showed 

the most minor standard deviation of recall (3.8%), 

and CatBoost has the most minor standard deviation 

of accuracy (1.5%). Both models have a minor F1 

Score standard deviation (2.8%) (Table 2). 

LightGBM and CatBoost were the best performers 

with the highest recall and F1 Score and suit 

imbalanced data.  

Table 2. Prediction Results for "Dropout" Class of Various Algorithms with Standard Deviation 

Model Accuracy Precision Recall F1-score 

Random Forest 0.773 Ñ 0.018 0.810 Ñ 0.053 0.760 Ñ 0.046 0.783 Ñ 0.034 

XGBoost 0.785 Ñ 0.023 0.823 Ñ 0.042 0.763 Ñ 0.051 0.790 Ñ 0.037 

LightGBM 0.782 Ñ 0.021 0.813 Ñ 0.044 0.766 Ñ 0.038 0.788 Ñ 0.028 

CatBoost 0.776 Ñ 0.015 0.812 Ñ 0.042 0.769 Ñ 0.045 0.789 Ñ 0.028 

Figure 2. A comparison of "Dropout" prediction of various algorithms  with Standard Deviation 
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Our results show that LightGBM and CatBoost 

would be the best choices due to their highest F1- 

score and recall, followed by the XGBoost model. 

The model quality has been thoroughly tested. The 

fact that the models have similar performance shows 

that they can effectively address this issue. Slight 

differences may reflect that the models perform well 

under current conditions. However, the findings 

should be confirmed with different random seeds to 

obtain stability and robustness or with more training 

datasets.  

3.3. Analysis with LIME on important  factors 

affecting dropout situations  

An explanation example is described to understand 

the LIME result: The left graph in Figure 3(a) shows 

the confidence interval describing 75% dropout 

whereas only 25% of non-dropout classes (Graduate 

the center graph shows the feature importance score 

with ñcurriculum units 2nd sem. (approved)ò having 

a 6% value, followed by ñcurricular units 1st sem. 

(approved)ò and ñcurricular units 1st sem. (grade)ò 

with 4% and ñage at enrollmentò and ñscholarship 

holderò both with 2%. The right graph shows the top 

five features and their respective values. The 

features highlighted in orange contribute to the 

dropout class, and those in blue contribute to the 

non-dropout class. 

 

Figure 3. An illustration of explanations on the predictions of various models 
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Figure 4. Top 10 Important Features that Affect the Dropout Decision of machine learning models 

XGBoost and CatBoost display lower probabilities 

of dropout prediction (66% and 62% respectively) 

compared to RF with 75% and LightGBM with 

88%. ñCurricular units 2nd sem. (approved)ò was 

found in the four models, confirming its importance. 

The features found in RF are mainly like the original 

findings in (Realinho et al., 2022) with five features 

including "curricular units 1st and 2 sem. (credited), 

(enrolled), (evaluations) and evaluated". 

ñNationality, courseò features appear in XGBoost, 

LightGBM, and CatBoost. ñAge at enrollementò 

appears in RF and XGBoost models with 4% and 

2% values, respectively. The ñMotherôs occupationò 

feature appears in LightGBM with the highest value 

of 6%. 

Most students in the dataset come from Portugal, 

and nationality correlates with international status. 

The students without a scholarship occupy 39% in 

dropout class (Realinho et al., 2022). This indicates 

that financial aid has a critical impact on dropout 

classes. The mean age was 23 and strongly 

correlates with the curriculum units in general 

(Figure 1). Courses also have a strong correlation 

with the curriculum units. 

3.4. Comparison and Discussion 

Table 3 compares the results obtained from this 

study and those in the original one (Realinho et al., 

2022). The difference between our research and 

previous research with the same dataset (Realinho 

et al., 2022) is the combination of LIME instead of 

PFI with machine learning models RF, LightGBM, 

XGBoost, and CatBoost. PFI provides an overview 

of the essential features of all machine learning 

models in (Realinho et al., 2022), and LIME 

provides a detailed and local interpretation of each 

specific prediction.  

LIME enables the detection of essential features in 

exceptional cases, whereas PFI may miss them by 

focusing on global assessments. LIME has 

identified essential features such as "curricular units 

2nd sem. (evaluations)", "motherôs occupation", 

"application mode", "age at enrollment" and 

"scholarship holder" for each specific prediction. In 

contrast, PFI identifies "curricular units second sem. 

(approved)", "curricular units 1st sem. (approved)", 

"curricular units 2nd sem. (grade)", "course" and 

"tuition fees up to date" as crucial features for the 

entire model. 

LIME has many outstanding advantages, such as 

providing detailed and easy-to-understand 

explanations at each specific data point and helping 

end users and experts easily understand and trust the 

model's predictions. These are significant advances 

for LIME over PFI, as PFI only focuses on global 

assessment and may ignore important influencing 

factors in individual predictions. Therefore, 

compared with the original research (Realinho et al., 


